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Introduction

M 
y appreciation for econometrics grew out of my interest in trying to 
figure out how the world works. I discovered that empirical tech-

niques tailored to specific circumstances could help explain all sorts of eco-
nomic outcomes. As I came to understand how the theoretical structure of 
economics combines with information contained in real-world data, I began 
to see observed phenomena in a different light. I’d often ask myself ques-
tions about my observations. Could I determine whether the outcomes were 
random and simply appeared to be related? If I believed that two or more 
things I observed had a logical connection, could I use data to test my asser-
tions? Increasingly, I found myself relying on the tools of econometrics to 
answer these types of questions.

I’ve written Econometrics For Dummies to help you get the most out of your 
economics education. By now, your classes have taught you some economic 
theory, but you’re craving more precision in the predicted outcomes of 
those theories. Perhaps you’re even questioning whether the theories are 
consistent with what you observe in the real world. I find that one of the 
most attractive characteristics of properly applied econometrics is that it’s 
“school of thought neutral.” In other words, you can adapt an econometric 
approach to a variety of initial assumptions and check the results for consis-
tency. By using econometrics carefully and conscientiously, you can get the 
data to speak. But you better learn the language if you hope to understand 
what it’s saying!

About This Book
Econometrics For Dummies provides you with a short and simple version 
of a first-semester course in econometrics. I don’t cite the seminal work or 
anything from the large collection of econometric theory papers published in 
scholarly journals. The organization of topics may have some resemblance 
to traditional econometrics textbooks, but my goal is to present the material 
in a more straightforward manner. Even if you’re taking a second-semester 
(advanced) econometrics course or a graduate course, you may find this 
book to be a useful, one-stop, nuts-and-bolts resource.

Of course, some technical sophistication is essential in econometrics. 
Besides, you’ve taken introductory economics, statistics, and maybe even 
intermediate economic theory, so now you’re ready to show off your techni-
cal prowess. But wait a minute! Sometimes, with all the technical skills being 
mastered in learning econometrics, students fail to appreciate the insights 
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from the simplicity. In fact, you may even forget why you’re approaching a 
problem with a particular technique. That’s where this book can help.

Please note that I have tried to remain consistent with my terminology 
throughout the book, but econometricians sometimes have several differ-
ent words for the same thing. Also, note that I use the statistical software 
STATA 12.1 throughout, but sometimes I refer to it simply as econometrics 
software or just STATA.

Foolish Assumptions
If you’re following the normal course of action, you take an econometrics 
course after you complete courses on principles of microeconomics, prin-
ciples of macroeconomics, and statistics. In some cases, depending on the 
school, you may also be required to complete intermediate economic theory 
courses before taking econometrics. I cover the topics in a way that accom-
modates some variation in preexisting knowledge, but I’ve had to make the 
following assumptions about you:

 ✓ You’re a college student taking your first econometrics class taught in a 
traditional manner — emphasizing a combination of theoretical proofs 
and practical applications.

 ✓ Or you’re a graduate student (or are taking an advanced undergradu-
ate econometrics class) and would like to refresh your memory of basic 
econometric concepts so you can feel more comfortable with the transi-
tion into advanced material.

 ✓ You remember basic algebra, principles of economics, and statistics. I 
review the concepts from your statistics course that are most important 
for econometrics, but I also assume that a quick overview is all you need 
to get up to speed (and you can skip it if you’re ready to dig right in).

 ✓ Numbers, equations, and Greek letters don’t intimidate you. I know that 
on the surface using the so-called dismal science with quantitative meth-
ods isn’t exactly the most attractive combination of topics. By this point 
in your studies, however, I’m sure you’re over the fear people often have 
at the mere mention of these subjects.

 ✓ You’ll be using some econometrics software in your class and are willing 
to adapt my examples in STATA to the software you’re using (although 
chances are high you’re using STATA in your class anyway).
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Icons Used in This Book
Throughout the book, you may notice several different icons along the left 
margin. I use them to grab your attention and make the book easier to read. 
Each icon has an important function.

 If you see this icon, it means I’m applying the techniques of a particular chapter 
or section with STATA. I briefly summarize the data I’m using to produce the 
output, show you how to format the data or create the variables required for 
the analysis, and point you to the most important components of the output.

 I use this icon to signal that the information that follows is essential for your 
success in applying econometric analysis. To the extent possible, I explain 
these important, big-picture ideas in a nontechnical manner. However, keep 
in mind that this book is about econometrics, and therefore some technical 
sophistication may be required for even the most basic principles.

 This icon appears next to information that’s interesting but not essential for 
your understanding of the main ideas. You’re welcome to skip these para-
graphs, but if your econometrics class is more theory based (something that 
usually depends on the professor’s preferences), you may need to spend more 
time with this material.

 I use this icon to indicate shortcuts that can save you time or provide alterna-
tive ways of thinking about a concept.

 

This icon flags information that helps you steer away from misconceptions, 
common pitfalls, and inappropriate applications of a particular econometric 
technique.

Beyond the Book
You may not always have your e-reader or a copy of this book handy, but 
I’m guessing you have almost constant access to the Internet courtesy of 
a smartphone or tablet. That’s why I include a wealth of accessible-from-
anywhere additional information at www.dummies.com.

In need of some of the most useful formulas in econometrics? Looking for a 
breakdown of how you can give your econometric model some flexibility? 
Head to www.dummies.com/cheatsheet/econometrics to access this 
book’s helpful e-Cheat Sheet, which covers these topics and more.

http://www.dummies.com
http://www.dummies.com/cheatsheet/econometrics
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But that’s not all. Because econometrics is synonymous with forecasting in 
some fields, I’ve put a bonus chapter online at www.dummies.com/extras/
econometrics. It’s all about helping you hone your forecasting skills so you 
can select the right method to predict an outcome based on the information 
you have and later vet the accuracy of your forecast.

Where to Go from Here
Unlike most books, you don’t need to start at the beginning and read through 
to the end in order to gain an understanding of fundamental econometric 
concepts. Simply turn to the topic that most interests you. Are you struggling 
with the intuition or justification for a particular type of econometric model? 
Do you think that a specific econometric tool will help you reveal more 
insights from your data? You can find that topic in the table of contents or 
the index and then jump right to it.

Maybe you’re not puzzled and are simply curious about the various tools 
econometrics has to offer for data analysis. Feel free to browse through 
the chapters. Maybe an interesting paragraph or a fascinating equation will 
catch your eye and give you ideas about approaching a problem — hey, it’s 
possible!

If your statistics knowledge is rusty, I recommend you begin with the first 
couple chapters. On the other hand, if your experience with statistics wasn’t 
a good one, you’d like to avoid disturbing flashbacks, and you’re confident 
in your ability to catch on quickly, then by all means start at any other point. 
No matter where you start, you’ll never look at data the same way after learn-
ing econometrics (for better or for worse!).

http://www.dummies.com/extras/econometrics
http://www.dummies.com/extras/econometrics


Part I
Getting Started with 

Econometrics

 For Dummies can help you get started with lots of subjects. Visit www.dummies.com 
to learn more and do more with For Dummies.

http://www.dummies.com


In this part . . .
 ✓ Get familiar with the approach economists use when investi-

gating empirical issues — not controlled experiments that 
never seem to contradict standard statistical assumptions.

 ✓ Find out the basic commands you need to work with data files 
in STATA 12.1, a popular form of econometric software, and 
discover the syntax structure for executing estimation 
commands.

 ✓ Review the probability concepts that are most relevant for your 
study of econometrics: topics that focus on the properties of 
probability distributions and their use in calculating descriptive 
statistics of random variables.

 ✓ Reinforce your knowledge of statistical inference so you can 
be better equipped to use surveys and other forms of sample 
data to test your hypotheses and draw conclusions.



Chapter 1

Econometrics: The Economist’s 
Approach to Statistical Analysis

In This Chapter
▶ Discovering the goals of econometric analysis
▶ Understanding the approach and methodology of econometrics
▶ Getting familiar with econometrics software

W 
elcome to the study of econometrics! The Econometric Society, 
founded in 1930, defines econometrics as a field based on a 

 “theoretical-quantitative and empirical-quantitative approach to economic 
problems.” This mouthful means that, at times, econometricians are math-
ematicians and use complex algorithms and analytical tools to derive vari-
ous estimation and testing procedures. At other times, econometricians are 
applied economists using the tools developed by theoretical econometricians 
to examine economic phenomena.

In this chapter, you see that a distinguishing feature of econometrics is its 
development of techniques designed to deal with data that aren’t derived 
from controlled experiments and, therefore, situations that violate many 
of the standard statistical assumptions. You also begin to understand that, 
under these circumstances, obtaining good quantitative results depends on 
using reliable and adequate data as well as sound economic theory.

And because computers and econometric software are now commonly used 
in introductory econometrics courses, I also devote a section of this chapter 
to introducing basic commands in STATA (version 12.1), a popular economet-
rics software program. This software allows you to immediately apply theo-
retical concepts and enhance your understanding of the material.
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Evaluating Economic Relationships
Economics provides the theoretical tools you use to evaluate economic rela-
tionships and make qualitative predictions of economic phenomena using 
the ceteris paribus assumption. You may recall from your previous courses 
that the ceteris paribus assumption means that you’re keeping everything else 
constant. Two examples among numerous possibilities are:

 ✓ In microeconomic theory, you’d expect economic profits in a competi-
tive market to induce more firms to enter that market, ceteris paribus.

 ✓ In macroeconomic theory, you’d expect higher interest rates to reduce 
investment spending, ceteris paribus.

 Econometrics ties into economic theory by providing the tools necessary 
to quantify the qualitative statements you (or others) make using theory. 
Unknown or assumed relationships from abstract theory can be quantified 
using real-world data and the techniques developed by econometricians.

The following section explains how econometrics helps characterize the 
future and describe economic phenomena quantitatively, and then I clarify 
why an econometrician must always make sensible assumptions.

Using economic theory to describe  
outcomes and make predictions
One of the characteristics that differentiate applied research in econometrics 
from other applications of statistical analysis is a theoretical structure sup-
porting the empirical work.

 Econometrics is typically used to explain how factors affect some outcome 
of interest or to predict future events. Regardless of the primary objective, 
your econometric study should be linked to an economic model. Your model 
should consist of an outcome of interest (dependent variable, Y) and causal 
factors (independent variables, Xs) that are theoretically or logically con-
nected to the outcome.

Relying on sensible assumptions
A variation of a famous joke about economists goes as follows: A physicist, 
a chemist, and an economist are stranded on an island with nothing to eat. 
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A can of soup washes ashore. The physicist says, “Let’s smash the can open 
with a rock.” The chemist says, “Let’s build a fire and heat the can first.” The 
economist says, “Let’s assume that we have a can opener. . . .” Despite the 
joke, making assumptions about reality can help you construct logical argu-
ments and predict outcomes when specific preexisting conditions apply. In 
econometrics, however, making assumptions without checking the feasibility 
of their reality can be dangerous.

 Making too many assumptions about preexisting conditions, functional form, 
and statistical properties can lead to biased results and can undermine the 
estimation accuracy you’re trying to accomplish. Although you have to make 
some assumptions to perform your econometric work, you should test most 
of them and be honest about any potential effects on your results from those 
you can’t test.

 Testing predictions from economic theory or logical reasoning is rarely a 
straightforward procedure. Observed data don’t tend to be generated from 
a controlled experiment, so testing economic theory is challenging in econo-
metric work because of the difficulty in ensuring that the ceteris paribus (all 
else constant) assumption holds. Consequently, in applying econometrics, 
you need to give considerable attention to the control (independent) vari-
ables you include in the analysis to simulate (as closely as possible) the 
ceteris paribus situation.

Applying Statistical Methods  
to Economic Problems

Most econometrics textbooks assume you’ve learned all the statistics neces-
sary to begin building econometric models, estimating, and testing hypotheses. 
However, I’ve discovered that my students always appreciate a review of the 
statistical concepts that are most important to succeeding with econometrics. 
Specifically, you need to be comfortable with probability distributions, the cal-
culation of descriptive statistics, and hypothesis tests. (If your skills are rusty 
in these areas, make sure you read the material in Chapters 2 and 3.)

Your ability to accurately quantify economic relationships depends not only 
on your econometric model-building skills but also on the quality of the data 
you’re using for analysis and your capacity to adopt the appropriate strate-
gies for estimating models that are likely to violate a statistical assumption. 
The data must be derived from a reliable collection process, but you should 
also be aware of any additional limitations or challenges. They may include, 
but aren’t limited to
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 ✓ Aggregation of data: Information that may have originated at a house-
hold, individual, or firm level is being measured at a city, county, state, 
or country level in your data.

 ✓ Statistically correlated but economically irrelevant variables: Some 
datasets contain an abundance of information, but many of the variables 
may have nothing to do with the economic question you’re hoping to 
address.

 ✓ Qualitative data: Rich datasets typically include qualitative variables 
(geographic information, race, and so on), but this information requires 
special treatment before you can use it in an econometric model.

 ✓ Classical linear regression model (CLRM) assumption failure: The legit-
imacy of your econometric approach always rests on a set of statistical 
assumptions, but you’re likely to find that at least one of these assump-
tions doesn’t hold (meaning it isn’t true for your data).

 Econometricians differentiate themselves from statisticians by emphasizing 
violations of statistical assumptions that are often taken for granted. The most 
common technique for estimating an econometric model is ordinary least 
squares (OLS), which I cover in Chapter 5. However, as I explain in Chapters 6 
and 7, a number of CLRM assumptions must hold in order for the OLS tech-
nique to provide reliable estimates. In practice, the assumptions that are most 
likely to fail depend on your data and specific application. (In Chapters 10, 11, 
and 12, you see how to identify and deal with the most common assumption 
violations.)

In the following sections, I describe how familiarity with certain characteris-
tics of your data can help you build better econometric models. In particular, 
you should pay attention to the structure of your data, the way in which vari-
ables are measured, and how quantitative data can be complemented with 
qualitative information.

Recognizing the importance of data type, 
frequency, and aggregation
The data that you use to estimate and test your econometric model is typi-
cally classified into one of three possible types (for further details on each 
type, see Chapter 4):

 ✓ Cross sectional: This type of data consists of measurements for indi-
vidual observations (persons, households, firms, counties, states, coun-
tries, or whatever) at a given point in time.
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 ✓ Time series: This type of data consists of measurements on one or more 
variables (such as gross domestic product, interest rates, or unemploy-
ment rates) over time in a given space (like a specific country or state).

 ✓ Panel or longitudinal: This type of data consists of a time series for 
each cross-sectional unit in the sample. The data contains measure-
ments for individual observations (persons, households, firms, counties, 
states, countries, and so on) over a period of time (days, months, quar-
ters, or years).

 The type of data you’re using may influence how you estimate your economet-
ric model. In particular, specialized techniques are usually required to deal 
with time-series and panel data. I cover time-series techniques in Chapter 12, 
and I discuss panel techniques in Chapters 16 and 17.

 You can anticipate common econometric problems because certain CLRM 
assumption failures are more likely with particular types of data. Two typi-
cal cases of CLRM assumption failures involve heteroskedasticity (which 
occurs frequently in models using cross-sectional data) and autocorrelation 
(which tends to be present in models using time-series data). For the full 
scoop on hetero skedasticity and autocorrelation, turn to Chapters 11 and 12, 
 respectively.

In addition to knowing the type of data you’re working with, make sure you’re 
always aware of the following information:

 ✓ The level of aggregation used in measuring the variables: The level of 
aggregation refers to the unit of analysis when information is acquired 
for the data. In other words, the variable measurements may originate at 
a lower level of aggregation (like an individual, household, or firm) or at 
a higher level of aggregation (like a city, county, or state).

 ✓ The frequency with which the data is captured: The frequency refers 
to the rate at which measurements are obtained. Time-series data may 
be captured at a higher frequency (like hourly, daily, or weekly) or at 
lower frequency (like monthly, quarterly, or yearly).

 All the data in the world won’t allow you to produce convincing results if 
the level of aggregation or frequency isn’t appropriate for your problem. For 
example, if you’re interested in determining how spending per pupil affects 
academic achievement, state-level data probably won’t be appropriate 
because spending and pupil characteristics have so much variation across 
cities within states that your results are likely to be misleading.
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Avoiding the data-mining trap
As you acquire more data-analysis tools, you may be inclined to search the 
data for relationships between variables. You can use your knowledge of sta-
tistics to find models that fit your data quite well. However, this practice is 
known as data mining, and you don’t want to be seduced by it!

 Although data mining can be useful in fields where the underlying mechanism 
generating the outcomes isn’t important, most economists don’t view this 
approach favorably. In econometrics, building a model that makes sense and 
is reproducible by others is far more important than searching for a model 
that has a perfect fit. I reinforce the importance of building sensible models in 
Chapter 4 and provide some specific examples of common economic models 
in Chapter 8.

Incorporating quantitative and  
qualitative information
Economic outcomes can be affected by both quantitative (numeric) and 
qualitative (non-numeric) factors. Generally, quantitative information has a 
straightforward application and interpretation in econometric models.

Qualitative variables are associated with characteristics that have no natural 
numeric representation, although your raw data may code qualitative charac-
teristics with a numeric value. For example, a U.S. region may be coded with 
a 1 for West, 2 for South, 3 for Midwest, and 4 for Northeast. However, the 
assignment of the specific values is arbitrary and carries no special signifi-
cance. In order to utilize the information contained in qualitative variables, 
you’ll usually convert them into dummy variables — dichotomous variables 
that take on a value of 1 if a particular characteristic is present and 0 other-
wise. I illustrate the use of dummy variables as independent variables in an 
econometric model in Chapter 9.

Sometimes the economic outcome itself is qualitative or contains restricted 
values. For example, your dependent variable could measure whether or not 
a firm fails (goes bankrupt) in a given year using various firm characteris-
tics as independent variables. Although standard techniques are sometimes 
acceptable with qualitative and noncontinuous dependent variables, usually 
they result in assumption violations and require an alternative econometric 
approach. Flip to Chapters 13 and 14 to discover the appropriate techniques 
for situations when your dependent variable isn’t continuous.



13 Chapter 1: Econometrics: The Economist’s Approach to Statistical Analysis

Using Econometric Software:  
An Introduction to STATA

Specialized software makes the application of econometric techniques possi-
ble for anyone who’s not a computer programming genius. Keep in mind that 
several good software options are available to you and that, as a good econo-
mist, you should weigh the cost and benefits of each. Of course, the type of 
software you ultimately end up working with in your introductory economet-
rics course depends on what your professor uses for his research or finds to 
be the easiest to integrate into the course. I rely on STATA extensively in my 
academic research and use it exclusively in my econometrics courses, but 
your professor may employ EVIEWS, SAS, or some other program.

Because I find STATA to be the best software, it’s what I use exclusively in 
this book. It provides an excellent combination of a user-friendly interface, 
consistent structure in syntax, and simple commands to implement all the 
techniques you learn about in econometrics, and it’s available for a variety of 
platforms or operating systems.

STATA can be used as a point-and-click software (like you would use Excel or 
most other software these days). With point-and-click, you can use the icons 
and menu bar at the top to execute tasks. However, over time, you’re likely 
to prefer using STATA as a command-driven program because it’s faster and 
easier. When used in this manner, you perform tasks by providing STATA 
with specific syntax on the command line (using lowercase letters for the 
commands). In this chapter, I explain both methods, but in the later chapters, 
I rely almost exclusively on the command-driven approach.

The following sections show you some STATA commands that allow you to 
get started with the software. (Note that I introduce STATA commands as 
needed in other chapters.)

 My coverage of STATA is not exhaustive. The supporting documentation con-
sists of a User’s Guide and several Reference manuals (thousands of pages), so 
clearly I can’t cover every facet of STATA that you may use in econometrics. 
However, if you run into an obstacle, the manuals are easy to use and provide 
good examples. With STATA running on your computer, you also have access 
to the Help menu and online documentation.
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Getting acquainted with STATA
In this section of the chapter, I show you how to open data files, log your 
modifications to data, and save your data files.

Creating and saving STATA datasets
In order to begin doing any exploratory data analysis or econometric work, 
you need a dataset that’s in STATA format (*.dta). If you’re downloading data 
from an online source, you may be able to obtain the data in STATA format. 
Many econometrics textbooks also give you access to data files in STATA 
format. In addition, the STATA program is preloaded with examples that you 
can use to familiarize yourself with the basic commands.

 After opening STATA, you can access the sample datasets by selecting File ➪ 
Example Datasets… If you want to open any other dataset that’s already in 
STATA format, select File ➪ Open and then choose the file you want to work 
with. On the command line, you can open a STATA dataset by typing “use file-
name” and hitting return.

If you’re inputting data manually or downloading it in a non-STATA format, 
then you can use one of two methods to read it into STATA:

 ✓ Select File ➪ Import: This option can be used if the data is in Excel, SAS 
XPORT, or Text format. You select the appropriate format of your raw 
data, and then you’re prompted to select the file you’d like to import 
into STATA.

 ✓ Select Data ➪ Data Editor: This option opens an editor that resembles a 
spreadsheet. You can paste columns of data into the editor or input data 
manually.

 If you import a dataset that wasn’t originally in STATA format, you need to 
save the dataset in STATA format in order to use it again, particularly if you 
inputted data through the editor and want to avoid replicating all your efforts. 
Also, if you made any changes to an existing STATA dataset and want to retain 
those changes, you need to save the revised dataset. I recommend you select 
File ➪ Save As (or type “save new filename” on the command line) and choose 
a new name for the modified file. That way if you accidentally delete a variable 
or drop observations, you can always go back to the original data file.

Viewing data
Before you begin doing econometric analysis, make sure you’re familiar with 
your data. After all, you don’t want to estimate an econometric model with 
data that’s mostly incomplete or full of errors.
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In version 12.1 of STATA, the default setting allows you to open a dataset 
as large as 64 megabytes (MB) and containing up to 5,000 variables. If your 
dataset is larger than 64MB, you need to increase the memory allocated to 
STATA by typing “set memory #m” on the command line, where # is the size 
of your dataset in MB. Similarly, if your dataset contains more than 5,000 vari-
ables, you need to type “set maxvar #” on the command line, with # being the 
number of variables in your dataset.

The Data tab in the menu bar contains most of the elements you need in 
order to get acquainted with your data. After opening a STATA dataset, you’ll 
regularly use the following commands:

 ✓ Select Data ➪ Describe data ➪ Describe data in memory or type 
“describe” on the command line and hit return: STATA shows you how 
many observations and variables are contained in the dataset. In addi-
tion, it lists the names and types (numeric or string) of all the variables.

 ✓ Select Data ➪ Describe data ➪ Summary statistics or type “summarize” 
on the command line and hit return: With this command, STATA provides 
you with basic descriptive measures for all the numeric variables in your 
dataset. Specifically, you get the number of observations with nonmissing 
values, mean, standard deviation, minimum value, and maximum value 
for each variable. Note: The string variables contain letters, names, or 
phrases, so no mean or standard deviation can be calculated for them.

In Figure 1-1, I use the “describe” and “summarize” commands to view the 
fundamental characteristics of my dataset.

 The Data tab or “describe” and “summarize” commands provide the basic 
information you use for your econometric analysis. Examine the tables con-
taining the descriptive information and make sure that all the values are sensi-
ble. In other words, make sure that the minimum, maximum, and mean values 
are feasible for each variable in your dataset.

 You can also use the “list” command on occasion, but be careful with it 
because it displays the value for every variable and every observation. In 
other words, it displays the entire dataset. With a large dataset (thousands 
of observations and dozens of variables), this list isn’t likely to help you find 
errors unless you refine the list to a specific observation using an “if” state-
ment or by subscripting (I discuss this in the later “Creating new variables” 
section).
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Figure 1-1: 
Examining 

data two 
ways in 
STATA.

 

Keep in mind that the results section of STATA, by default, displays approxi-
mately one page of output. STATA then prompts you with the “-more-” 
 message. Hitting the return key allows you to see an additional line of output, 
and hitting the spacebar shows another page of output. If you don’t want 
STATA to pause for “-more-” messages, type “set more off” on the command 
line. Subsequent output is then displayed in its entirety.

Interpreting error messages
If you make a mistake with a command, STATA responds with an error mes-
sage and code. The error message contains a brief description of the mistake, 
and the code has the format r(#), where # represents some number. Reading 
the error message and carefully examining the command that resulted in 
the error usually helps you arrive at a solution. If not, the codes, known as 
a return codes, are stored in STATA, and clicking on the code allows you to 
obtain a more detailed description of the error.

 The outcome of a command can be identified quickly by looking at the colors 
of the text in the results area (the middle portion of STATA’s interface). If you 
see the color red, it means something has gone wrong and you should correct 
your mistake before moving on.



17 Chapter 1: Econometrics: The Economist’s Approach to Statistical Analysis

Stopping STATA
When you occasionally want to terminate a process in STATA, you can just 
click the Break button on the toolbar (right below the menu bar). Stopping 
STATA may be appropriate if an estimation procedure doesn’t converge to 
a result or you change your mind about the command you’d like to execute 
and don’t want to wait until the process is complete. After you stop STATA, 
your data remains in memory, and you can continue with any command.

In Figure 1-2, I use the “list” command to see each observation in the data-
set. However, after I see a few of the observations, I decide that I don’t need 
to see more observations one by one. I click the Break button to stop the 
command.

Preserving your work
 Saving your commands and resulting output in a log file is one of the most 

essential things you can get into the habit of doing while using STATA. You can 
do it by selecting File ➪ Log ➪ Begin… from the menu bar and then assigning 
the file a name or by typing “log using filename” on the command line and hit-
ting return. After you complete the work you want to save, select File ➪ Log ➪ 
Close or type “log close” on the command line and hit return. Your log files are 
given a .smcl file extension.

 

Figure 1-2: 
The break 

action in 
STATA.
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In Figure 1-3, I open a log file, execute a “summarize” command, and close the 
log file. I can examine the contents of the log file by selecting File ➪ View… 
from the menu bar and then choosing my log file.

 

Figure 1-3: 
Saving 

log files in 
STATA.

 

Using STATA’s viewer, you can always go back to your log file to see how you 
modified the data or any statistical estimates you may have previously calcu-
lated. You can also copy and paste from your log file to any other file, or you 
can simply print your log file.

 

Don’t forget to close your log file when you’re done with the work you want to 
retain. Otherwise, everything you do in STATA continues to be written to the 
log file you opened, which may create an unnecessarily huge file.

Creating new variables
After you compile your data, you’ll likely want to create new variables for the 
analysis. Your econometric model may specify that a variable should be mea-
sured in logs, or you may need to use a squared term for a quadratic function 


